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Abstract

Convolutional neural networks (CNNs) achieve prevailing results in segmentation tasks
nowadays and represent the state-of-the-art for image-based analysis. However, the under-
standing of the accurate decision-making process of a CNN is rather unknown. The research
area of explainable artificial intelligence (xAI) primarily revolves around understanding and
interpreting this black-box behavior. One way of interpreting a CNN is the use of class ac-
tivation maps (CAMs) that represent heatmaps to indicate the importance of image areas
for the prediction of the CNN. For classification tasks, a variety of CAM algorithms exist.
But for segmentation tasks, only two CAM algorithms for the interpretation of the output
of a CNN exist. We propose a transfer between existing classification- and segmentation-
based methods for more detailed, explainable, and consistent results which show salient
pixels in semantic segmentation tasks. The resulting Seg-HiRes-Grad CAM is an exten-
sion of the segmentation-based Seg-Grad CAM with the transfer to the classification-based
HiRes CAM. Our method improves the previously-mentioned existing segmentation-based
method by adjusting it to recently published classification-based methods. Especially for
medical image segmentation, this transfer solves existing explainability disadvantages. The
code is available at https://github.com/TillmannRheude/SegHiResGrad_CAM.

Keywords: Deep Learning, Explainable Artificial Intelligence, Gradient-Based Methods,
Medical Image Segmentation

1. Introduction

Even if the (mathematical) theory of neural networks’ training process is well known, the
exact reasoning behind why neural networks derive at a particular prediction is rather
hard to interpret (Selvaraju et al., 2017). The black box behavior of neural networks
complicates the understanding of their decision-making process. Especially for medical
tasks, understanding this process is essential (Chen et al., 2022). Here, the question would
be, e.g., where does the prediction that there is a tumor in the image come from? Ideally,
the prediction comes from image regions containing the tumor. However, it would also
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be possible that the prediction is triggered by other factors that do not contribute to the
presence or absence of the tumor.

Algorithms for explainable artificial intelligence (xAI) can be classified in different ways.
Local explanation algorithms derive a reasoning of individual predictions f(x) of a model f
in contrast to global explanation algorithms which derive a reasoning with only the model
f and without the need of any predictions f(x) of the model (Agarwal et al., 2021). Model-
specific algorithms are only applicable to certain models (Agarwal et al., 2021). On the
other hand, model-agnostic algorithms like SHAP (Lundberg and Lee, 2017) are applicable
regardless of the model choice (Agarwal et al., 2021). Gradient-based methods use the
gradients of the neural network as a proxy in comparison to pertubation-based methods
which derive the explanation by altering the input data (Ivanovs et al., 2021). In summary,
algorithms which use class activation maps (CAMs)1 are therefore classified as local because
of the use of individual input datapoints on which a heatmap is placed and they are model-
specific since they cannot be applied to any model like a simple regression model. It has to
be noted that CAM-based algorithms do not have to be gradient-based but they are most
of the times nowadays as explained in Section 2. With our work, we want to improve the
state-of-the-art (SOTA) for explainable, local, model-specific and gradient-based algorithms
for image segmentation via CAMs.

To generate a heatmap of an input image that interprets the model output, two well-
known methods were proposed in the past: saliency maps (Zeiler and Fergus, 2014) and
CAMs (Zhou et al., 2016). A saliency map, e.g., created by Saliency Mapping (Simonyan
et al., 2014), DeconvNets (Zeiler and Fergus, 2014) or Guided Backpropagation (Springen-
berg et al., 2015), is a heatmap for showing the importance of individual image pixels.
These maps are based on different calculcations of the gradients regarding the input fea-
tures. CAMs are also heatmaps but they are based on the activations of the last or one
specific convolutional layer of a convolutional neural network (CNN). They are able to vi-
sualize the spatial positioning and expansion and are used as a weighting factor for the
activations of the feature maps. In summary, both methods produce similar heatmaps for
interpretation, but they differ in how they are calculated. While saliency maps are clas-
sified as input-level approaches, CAM algorithms are classified as output-level approaches
(Draelos and Carin, 2021). The advantage of CAM algorithms is that they do not need
the propagation through all layers and that they are more robust in contrast to saliency
maps (Draelos and Carin, 2021). Robustness is especially important in domains where the
precise localization and visualization of influential image regions play a pivotal role, such
as medical imaging applications.

Algorithms for the visualization of CAMs are dominated by classification-based work
(Table 1). For segmentation purposes, a transfer is needed and already proposed with
Seg-Grad CAM (Vinogradova et al., 2020). Nevertheless, this transfer is based on Grad
CAM (Selvaraju et al., 2017) and for classification tasks Grad CAM has the disadvantage
of certain inaccuracies (Draelos and Carin, 2021). These inaccuracies include, e.g., the vi-
sualization of regions that are not used by the CNN for the prediction (Draelos and Carin,
2021).
We propose Seg-HiRes-Grad CAM to solve the before-mentioned inaccuracies in the seg-

1. For a particular algorithm, we use the italic font while it is not italicized when we refer to the general
idea of class activation maps (CAMs).
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mentation case, too. Seg-HiRes-Grad CAM is based on Seg-Grad CAM and transfers the
classification-based HiRes CAM (Draelos and Carin, 2021) to segmentation tasks (Fig. 1).
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Figure 1: Calculation flow of Seg-Grad CAM (Vinogradova et al., 2020) (top row) and our
proposed Seg-HiRes-Grad CAM (bottom row) based on the computations and flowchart
of HiRes CAM (Draelos and Carin, 2021) with K feature maps, dimensions D1 and D2 of
the feature maps and the average weight values αk

c . Gradients (blue) are multiplied with
activation maps (green). The sum (red) of the product (yellow) is upscaled for the final
heatmap before ReLU and after ReLU (above red square). On the left, the respective input
image and semantic segmentation of the U-Net (Ronneberger et al., 2015) is shown. It is
striking that the output CAMs are very different. ReLU is not visualized to ensure a better
comparability.

The paper is structured as follows: We start by stating related work in Section 2 for being
able to understand the method derivation in Section 3. Afterwards, we show qualitative
results in Section 4 and discuss possible caveats in Section 5. At the end, we draw a
conclusion and point out possible future work in Section 6.

2. Related Work

The first algorithm of visualizing CAMs after the before-mentioned methods for saliency
maps is called CAM (Zhou et al., 2016). The idea of CAM is the use of the weights of the
last feed-forward network (FFN) in a CNN as weightings for the feature maps of the last
convolutional layer. For a more complex calculation and more interpretable visual results,
Grad CAM (Selvaraju et al., 2017) is proposed which complements the weight calculation
with the average of the respective gradients of a neural network. But, Grad CAM still
visualizes certain inaccuracies in some cases (Draelos and Carin, 2021). One of the most
present inaccuracies is that there are cases in which Grad CAM visualizes regions the CNN
did not actually use (Draelos and Carin, 2021). HiRes CAM (Draelos and Carin, 2021)
solves these inaccuracies. In HiRes CAM, the gradients are not averaged anymore as in
Grad CAM. HiRes CAM uses the raw gradients for calculating the weights, which are
multiplied with the activations of the CNN. The before-mentioned algorithms represent the
most important publications for visualizing CAMs. Further publications which are related

2091



Rheude et al.

Table 1: Excerpt of popular algorithms for CAMs in classification tasks and the respective
publications for segmentation tasks. Our proposed algorithm (bold) represents the transfer
of HiRes CAM (Draelos and Carin, 2021) to segmentation tasks.

Publications
for classification tasks

Respective publications
for segmentation tasks

CAM
(Zhou et al., 2016)

n/a

Grad CAM
(Selvaraju et al., 2017)

Seg-Grad CAM
(Vinogradova et al., 2020)

Grad CAM++
(Chattopadhyay et al., 2018)

n/a

XGrad CAM
(Fu et al., 2020)

n/a

Ablation CAM
(Desai and Ramaswamy, 2020)

n/a

Score CAM
(Wang et al., 2020)

n/a

Eigen CAM
(Muhammad and Yeasin, 2020)

n/a

Layer CAM
(Jiang et al., 2021)

n/a

FullGrad CAM
(Srinivas and Fleuret, 2019)

n/a

LIFT CAM
(Jung and Oh, 2021)

n/a

HiRes CAM
(Draelos and Carin, 2021)

Seg-XRes-CAM (Hasany et al., 2023)
Seg-HiRes-Grad CAM (ours)

to the topic of visualizing CAMs but which are not necessary to understand our proposed
approach are listed in Table 1 (left column).

The before-mentioned methods refer to the visualization of CAMs in classification tasks
but not to the visualization in segmentation tasks. For the latter, Seg-Grad CAM is the first
method for visualizing CAMs. However, the inaccuracies that occur in Grad CAM, which
were tackled by HiRes CAM, are also present in Seg-Grad CAM, since Seg-Grad CAM is a
modification to Grad CAM. Consequently, we propose the transfer of the classification-based
HiRes CAM and the segmentation-based Seg-Grad CAM resulting in Seg-HiRes-Grad CAM
(Fig. 1). The simultaneously published method Seg-XRes-CAM (Hasany et al., 2023) is also
based on the combination of Seg-Grad CAM and HiRes CAM. However, Seg-XRes-CAM
differs from Seg-HiRes-Grad CAM as it includes a pooling layer in the calculation. This
results in additional hyperparameters such as a window size. An evaluation for medical
images and an ablation study regarding the pooling layer are not provided for Seg-XRes-
CAM.
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3. Method

With our work, we want to improve the SOTA of CAM algorithms for (medical) image
segmentation. As elaborated in the previous section, CAMs can be interpreted as heatmaps
which can be placed upon the input image illustrating the areas which are more critical
for the decision-making process. Since most of the work is done for classification tasks
(Table 1), we start empirically by explaining the mathematical theory behind these methods
first and draw the transfer to segmentation-based algorithms afterwards. CAM is described
mathematically as follows with the heatmap Lc

CAM , weights α of the FFN, the respective
class c, feature maps A and the respective number of the channel k in the feature map
(Simonyan et al., 2014):

Lc
CAM =

∑
k

αk
cA

k. (1)

Improving the visual explainability, Grad CAM (Selvaraju et al., 2017) is proposed based
on CAM. The weighting (α in Eq. (1)) is calculated with the respective gradients instead of
only the weights of the FFN. Consequently, the mathematical description changes as follows
with the heatmap Lc

GradCAM and the ReLU function:

Lc
GradCAM = ReLU

(∑
k

αk
cA

k

)
, (2)

including the weights α with the number of pixels N , individual pixels u, v, and outputs yc:

αk
c =

1

N

∑
u,v

∂yc

∂Ak
uv

. (3)

But recently, it was shown that Grad CAM visualizes regions in the image which do not
contribute to the outcoming prediction (Draelos and Carin, 2021). Thus, e.g., in the classifi-
cation task of the atelectasis (collapsed lung), Grad CAM suggests that the neural network
uses pixels which are located at the heart (Draelos and Carin, 2021). This is not explainable
since the CNN should look at the lung instead. To solve this inaccuracy, HiRes CAM (Drae-
los and Carin, 2021) is proposed which correctly visualizes the lung region in this example.
The difference between these two CAM visualization methods is the mean calculation for
the weights α (Eq. (3)) (Draelos and Carin, 2021). It is proposed to calculate the weights
with the same notation (Eq. (3)) as follows instead (Draelos and Carin, 2021):

αk
c =

∂yc

∂Ak
. (4)

So far, all equations refer to classification-based CNNs. For segmentation-based CNNs, a
transfer is needed: In segmentation tasks, there is a label for every pixel and not only for
every picture, as in classification tasks. As a consequence, Vinogradova et al. (Vinogradova
et al., 2020) propose to modify yc in Eq. (2) and Eq. (3) as follows with M, the "set of
pixel indices of interest in the output mask" (Vinogradova et al., 2020) and the respective,
individual pixels i, j:
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yc,new =
∑

i,j∈M
yci,j . (5)

With this modification, the pixel setM can be chosen in a flexible way and the classification-
based Grad CAM is transferred to the segmentation-based Seg-Grad CAM (Vinogradova
et al., 2020). For instance, M can define all pixels of the image or only a certain amount
of pixels up to only one certain pixel (Vinogradova et al., 2020). On the other hand, this
method still suffers from the inaccuracies of the original proposed Grad CAM revealed by
HiRes CAM for classification purposes. To address this limitation of Seg-Grad CAM, we
propose Seg-HiRes-Grad CAM by combining the segmentation-based Seg-Grad CAM and
the classification-based HiRes CAM (Fig. 1). The weights αk

c are not calculated by using
the mean anymore, but the formula for the weights still involves the modification with the
pixel set M. This results in the following weight calculation formula:

αk
c =

yc,new

∂Ak
=

∑
i,j∈M yci,j
∂Ak

. (6)

For the segmentation task, every layer with feature maps (i.e., Ak) of a CNN can be used,
but it is common to use the deepest layer which contains the highest number of feature maps
(Vinogradova et al., 2020). The deepest layer represents most of the feature information,
while higher layers represent more edge-like structures (Vinogradova et al., 2020). Since
our method is affected by the model performance, we have attached corresponding details
and training results (even for further datasets) in Table 2 for improved transparency. We
use commonly known, multi-class and semantic segmentation datasets such as Cityscapes
(Cordts et al., 2016), Kits23 (Heller et al., 2020) and OPG (Jader et al., 2018) to prove
the method in medical and non-medical settings (Table 2). These heterogeneous datasets
contain varying amounts of data, classes, and also challenges such as homogeneous gray
levels (OPG) or fine-grained details (Cityscapes, Kits23).

4. Results

Comparing our proposed Seg-HiRes-Grad CAM with the Seg-Grad CAM baseline, the re-
sulting heatmaps differ regarding their accuracy and explainability. In Fig. 2, the qualitative
comparison with the Cityscapes dataset (Cordts et al., 2016) for the car-class is illustrated.

Seg-HiRes-Grad CAM can highlight pixels that are car-related only. In contrast, Seg-
Grad CAM highlights coarser regions, including the sky, trees, and street parts. Two med-
ical examples demonstrate the difference between both algorithms more distinctly (Fig. 3,
Fig. 4). In these cases, the baseline method does not produce explainable results, while the
result of Seg-HiRes-Grad CAM indicates the region around the segmented tooth / tumor
accurately. Summarizing these examples, especially segmentations that are close together
(such as the teeth) are highlighted more accurately with Seg-HiRes-Grad CAM in com-
parison to Seg-Grad CAM. Especially for medical images, the differences of the CAMs are
striking and not as subtle as for natural images. Nevertheless, not all segmentations can be
explained - even with our proposed Seg-HiRes-Grad CAM.
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(a) Input image (b) Ground truth (c) Prediction

(d) Pixel set M (e) Seg-Grad CAM (f) Seg-HiRes-Grad CAM

Figure 2: Comparison between Seg-Grad CAM (Vinogradova et al., 2020) (e) and Seg-
HiRes-Grad CAM (f). In this case, M equals the respective pixels of the prediction (c)
for the car class (d), which is similar to the ground truth (b). The input image (a) from
the Cityscapes dataset (Cordts et al., 2016) is used since Vinogradova et al. (Vinogradova
et al., 2020) use it.

(a) Input image (b) Ground truth (c) Prediction

(d) Pixel set M (e) Seg-Grad CAM (f) Seg-HiRes-Grad CAM

Figure 3: Comparison between Seg-Grad CAM (Vinogradova et al., 2020) (e) and Seg-
HiRes-Grad CAM (f) for the upper right wisdom tooth (blue segmentation) (d). In this
case, M equals the respective pixels of the prediction (c, d), which is similar to the ground
truth (b). The input image (a) comes from the orthopantogram (OPG) dataset (Jader
et al., 2018).

However, the latter is still way more consistent, so it is considered the better visualization
method. Exemplary results for, e.g., different pixel sets M, datasets and activation map
levels are presented in Appendix A.
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(a) GT (b) M (c) SGC (d) SHRGC

(e) Pred (f) M (g) SGC (h) SHRGC

Figure 4: Comparison between Seg-Grad CAM (Vinogradova et al., 2020) (c, g) and Seg-
HiRes-Grad CAM (d, h) for a tumor (b) and kidney (f). The input image comes from
the Kits23 dataset (Heller et al., 2020).

Table 2: Validation-/Test-split results and details of the U-Net for the different datasets
(2D slices in case of 3D dataset) we used for our experiments. Hyperparameters are selected
empirically, splits are pre-defined or chosen randomly (80, 10, 10), learning rate is set to
3e − 3 and the U-Net depth is four (512, 256, 128, 64). The U-Nets are trained for 300
epochs.

Dataset F1-Score IoU Resolution Augmentation

Cityscapes
(Cordts et al., 2016)

0.865 0.774 512× 1024 None

OPG
(Jader et al., 2018)

0.959 0.921 560× 992 Vertical Mirroring

Kits23
(Heller et al., 2020)

0.996 0.993 512× 512 None

5. Discussion

Our proposed Seg-HiRes-Grad CAM explains salient regions more precisely and accurately
in comparison to Seg-Grad CAM. Misinterpretations due to the visualization method can
thus be better excluded as existing work describes for classification tasks (Draelos and Carin,
2021). Accordingly, HiRes CAM can also be applied to segmentation tasks by implementing
Seg-HiRes-Grad CAM, which provides more transparent results than Seg-Grad CAM. Par-
ticularly in a medical setting, this difference of explanation can be of strong importance. On
the other hand, certain limitations have to be addressed. First, the runtime is a general lim-
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itation of CAM algorithms for segmentation tasks. Compared to classification-based CAM
visualization algorithms, the segmentation-based algorithms need more time to produce the
heatmap(s) due to the pixel-level probabilities in semantic segmentation tasks instead of a
single class distribution for an entire image in the case of classification tasks. Second, it
should be noted that the success of CAM algorithms depends on the input image resolution:
The method fails for minimal image resolutions in combination with CNNs. Small image
resolutions are common practice due to graphics processing unit (GPU) limitations, espe-
cially for 3D data. These cause a minimal resolution of the feature map of the deepest layer
of a U-Net. If this feature map is spatially too small, too much detail is lost for an accurate
representation of the gradients to be possible. Last, the CAM visualization depends on
the segmentation result. Consequently, false negative or false positive segmented pixels will
result in less explainable results when Seg-HiRes-Grad CAM or similar methods are used.

6. Conclusion and Future Work

In this work, we propose a semantic segmentation CAM visualization method (Seg-HiRes-
Grad CAM ), an extension of Seg-Grad CAM by combining it with the classification-based
HiRes CAM. The proposed method accurately highlights salient regions and delivers more
explainable results especially when medical datasets are used. We demonstrate that the
on Grad CAM based method Seg-Grad CAM has the same disadvantage of highlighting
misleading regions as Draelos and Carin (Draelos and Carin, 2021) elaborated for clas-
sification tasks. In contrast, our transfer of HiRes CAM (Draelos and Carin, 2021) to
segmentation tasks generates more consistent results. Also, further transfers to the variety
of classification-based methods could be drawn and quantitative methods such as Remove
and Retrain (ROAR) (Hooker et al., 2019) could be used for enhanced comparisons.
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Appendix A. Additional Experiments

(a) Input (b) GT (c) Pred

(d) M (e) SGC (f) SHRGC

Figure 5: SGC (Vinogradova et al., 2020) (e) and SHRGC (f) for the traffic sign-class
(Cordts et al., 2016).

Seg-Grad CAM
(Vinogradova et al.,
2020) (M = image)

Seg-Grad CAM
(Vinogradova et al.,
2020) (M = class)

Seg-HiRes-Grad CAM
(M = image)

Seg-HiRes-Grad CAM
(M = class)

Figure 6: CAMs for the road-class with different pixel sets and the same ground truth as
in Fig. 2.

(a) Input image (b) Prediction (c) Pixel set M

Figure 7: Input image (a), the predicted segmentation (b) and the pixel set M for the
car-class (c). The ground truth is not available since the Cityscapes (Cordts et al., 2016)
dataset does not provide the ground truth for the test set.
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Seg-Grad CAM
(Vinogradova et al.,

2020)
Encoder

Seg-Grad CAM
(Vinogradova et al.,

2020)
Decoder

Seg-HiRes-Grad CAM
Encoder

Seg-HiRes-Grad CAM
Decoder

Figure 8: Seg-Grad CAM (Vinogradova et al., 2020) and Seg-HiRes-Grad CAM for the
image and the pixel set shown in Fig. 7. The different rows represent the levels of the U-
Net (Ronneberger et al., 2015) split into encoder and the decoder. We used the activation
maps before the pooling operation but after the convolutional operations of a layer. The
last row represents the lowest layer of the U-Net. In this case, the U-Net has a depth of
four.

2102


	Introduction
	Related Work
	Method
	Results
	Discussion
	Conclusion and Future Work
	Additional Experiments

